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Safe Harbor Statement

The following is intended to outline our general product
direction. It is intended for information purposes only,
and may not be incorporated into any contract. It is not a
commitment to deliver any material, code, or
functionality, and should not be relied upon in making
purchasing decisions.

The development, release, and timing of any features or
functionality described for Oracle’s products remain at
the sole discretion of Oracle.




A Roadmap to Successful Private Cloud Services
Agenda

* Private Cloud Strategies

» Database-as-a-Service Architecture

- DBaaS Strategy Execution

« State of Georgia Examples

© 2014 Oracle Corporation




Private Cloud Strategies




It All Starts With The Business

| need to modernize our citizen services and provide better
citizen access to the services

| need to roll out additional citizen services, but my budget
continues to shrink

| want to consolidate and standardize my IT resources

| need a more efficient, cost-effective, and secure way to
collaborate and share with other agencies

My employee productivity is bogged down by slow and
outdated procedures and processes
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Patterns: Business and IT Pain Points

Redundancy

* Business projects with similar IT requirements

« “Color of Money” budgeting constraints

* Applications and databases with similar workloads and data
* Redundant product capabilities across IT vendors

» Multiple replicated or diversified IT organizations

* Tactical consolidation “strategy” focused on server reduction
* Manual and undocumented IT processes

. V » Technology refreshes performed in silos
\ * Dev & Test environments manual, insecure, and unreliable
4 * Production systems running in oversized, yet underutilized servers
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Roadmap to IT Transformation

Service Delivery
Consolidated Platform it )

Standardized Technology
L

Business
Modularity

Architectural
Complexity
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= Physical silos

= Dedicated, heterogeneou

deployments

= Architectural complexity
and inefficiency

Siloed
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Evolutio

Traditional Silos

Lower Risk

>
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Standardized
Technology

Standardized hardware
and software stack

Standard deployment
configurations

Architecture simplification,

improved manageability
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Standardized

Lower OpEx Lower CapEx

Private Cloud

Consolidated
Platform

Shared and secure central
data infrastructure

Dynamic optimizations
and resource mgmt

Automated systems
management
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(o
(E—

Consolidated

Higher Agility

Service Delivery
Platform

Catalog of database
services and service levels

On-demand, resilient, and
tiered self-service

Metering, cost allocation
and chargeback

Waa@

Private DBaaS

Enterprise Cloud
Platform

= Fully dynamic and
unified resource pools

= Rapid service elasticity
and automation

= Secure hybrid cloud
integration (vendors,
partners, etc.)
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Fully Optimized

Federated DBaaS

CRACLS




Private Cloud Services

ci® gy

Server Application, Database Dev/Test
Consolidation Consolidation

Shared Service

L >3
Database-as-a-Service Middleware-as-a-Service Bl-as-a-Service
(includes Security, HA, DR) (includes Integration, Process Flow) (includes Dashboards, Adhoc Query)
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NIST Cloud Reference Architecture

Cloud Provider
Cloud
Cloud — Broker
Consumer Service Layer '
Cloud Service
Management Service
Intermediation
Auditor
%‘ §‘ Service ]
. = Agpregation
S:“Ety Resource Abstraction and é a
! Control Layer
Service ]
Privacy . ﬂ Arbitrage
Performance
Andat )
Cloud Carrier

NIST

Information Technology Laboratory Cloud Computing Program - ;?a"."ﬂﬁﬂ'il‘:’:m;;
U.5. Departmeant OMMmancs
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Service Types: laaS, PaaS, Saa$S

Target Users @ Q &

IT Professional Developer/DBA Business End User

@
(O} : O
- m
2 &
8 orm %
- SaaS Cloud &
0 Q
25 PaaS Cloud 2
2 S laaS Cloud Z
& & _
Solution Consolidation App Development New Capability
Targets Cost Savings Focus/Agility Speed/T2M
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Consolidation at PaaS and laaS Layers

Consolidate onto standard, shared O O O

and elastically scalable PaaS
» Standardized PaaS for all applications

reduces heterogeneity, cost and complexity
» Accelerated new application development
» Cost savings from less hardware, power and

data center space
VS.
‘ O O O } Software stack heterogeneity, cost and

complexity persists
No administration (O&M) cost savings

Consolidate onto shared laaS

without standardization A

Cost savings from less hardware, power and
data center space
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PaaS Outpacing laaS

(
Application Server as a Service
Platform as a Service _
(PaaS) Database as a Service Private
BM2010 2012
\ Identity as a Service
st Servi Public
orage as a Service
8 M2010 [ 2012
Infrastructure as a Service < Compute as a Service
(laaS)
Dev/Test as a Service
\ 1 | 1

( I 0 U G ) Resear‘chwlrL/‘/\/\/\/\
Source: IOUG ResearchWire member studies on Cloud Computing, conducted in Aug-Sept 2010 and Aug-Sept 2012
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PaaS Solution: Database-as-a-Service (DBaaS)

On Demand Database

e Faster Time to Value
e Business Agility

e Lower Costs

Elasticity

o Agility
e Rapid Respond to Change
e Scalability
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Improved Performance
I

ed produ
eContinuity of operations
eAdvanced monitoring

Data Security

eProtection for data at rest
eData access isolation and control

Standard Technologies

eComplete tool set, Standard
processes, Simplification

eHigher Reliability, Simplification,
better Support

Cost Savings

eFaster time to value
*Optimized system
eReduced licensing costs
eReduced storage costs
#Single vendor accountability




DBaaS Cloud Architecture
£
v

A

Self Service APIs

A

Zone A
PaaS Resource Pool DBaaS Resource Pool

-( Zone B

I laaS Resource Pool

Storage Array

Cloud Infrastructure Layer
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DBaaS$S Services Lifecycle

Cloud Service Provider

Software-as-a-Service

Cloud Data Center

/ Cloud Consumer\

Service

IT Front Office IT Back Office

Chargeback [Ny

Request

\

Infrastructure-as-a-Service

O/S, Servers , Storage

Provisioning [ >

. IT Service Management
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Database-as-a-Service
(DBaaS) Architecture




Architectural Strategies For DBaaS

Deployment Models
« Consolidation
* |solation
« Capabilities
Operational Model
« Service Catalog

« System Architecture
 Management
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DBaaS Use Cases

Shared Server First Step Consolidation  * Server Consolidation
* Development and Test environments

* High isolation or security requirements
* Multiple operating systems required

Shared OS & DB Binaries Most Common Config  °Single operating system to manage
* Development, Test, and Production environments

* Low security requirements

Shared Database Large Single Customer * Enterprise database platform for business applications (ERP, HR, etc)
* Shared services for a standardized database platform

* Simplified provisioning, orchestration, and management

Shared Table Potential for DWV/DM  * Data consolidation
* Single source of truth without having to replicate data or databases

* Data sharing with “need to know” row-level access
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Shared Server - Binaries & Instances Isolated

BENEFITS

* Increases server utilization

* Reduces Cap Ex and environmental costs
* Most flexible O/S and DB configurations
FEATURES

* Single physical server

* Independent O/Ses
» Heterogeneous O/Ses

* Independent databases
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Shared OS & DB Binaries - Instances Isolated

BENEFITS
» Simplest deployment model

 Simplest system administration effort

« Standardizes operating system CO €
FEATURES - -

* Single operating system O/S and DB Binaries

« Common binaries/executables
* Independent databases

* Most flexible DB configurations

B e o 86

© 2014 Oracle Corporation




Shared Database - Schemas Isolated

BENEFITS
» Standardizes database platform
» Simplifies DB management requirements

« Offers the fastest provisioning process

Schema 1 Schema 3
« Common failover and scalability architecture e e
FEATURES

* Single database instance
o/s

* Shared SGA

* Independent schemas

« Schema-level security

Dept 1 Dept 2 Dept 3
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Shared Table - Rows Isolated

BENEFITS

 Eliminates some business requirements to clone
databases

* Enables “single source or single version of truth”
* Centralized data security and privacy policy

» Simplifies data consolidation for DW/DM
FEATURES

» Single table

» Shared objects

* Row-level isolation
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Typical Customer Transformation Approach

* Mission Critical May move, but typically
« Highly Secure does not for performance

* Requires Isolation

or security reasons

« Critical Move designated target with KPls assigned

* Departmental _ : . :
* Prototyping
* Dev/Test

Server & DB Separation Binary DB Separation Instance Separation Schema Separation

Database Importance 2
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DBaaS Strategy Execution




DBaa$S Strategy Execution

Communication Program

Service Catalog

Roles and Responsibilities

Tenant Qualification Process
Chargeback Model
Migration Strategy
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Communication Program

ORACLE
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Typical Stakeholder Roles

Communication Stakeholder
) Perspective
Plan: Typical Erterorise] Business/
nterprise usiness
Stakeholder Roles Stakeholder Technology | =yl External
« Senior IT staff . . | * Organization
* Business-unit leaders
Strategic * External senior _
>12 Months stra;tegllc managers * Board qf directors
technology - Senior IT staff| Strajteglc
partners business partners
* IT managers Busi it |+ Business
. and project » Business-uni _ _
Business Cycle tearms. line managers| Mmarketing units
3to12Months |, External account| * IT relationship| * Business-unit
executives managers heads
* New recruits
* Internal * Business-unit Customer-facing
: taff ) "
Operational and external ISTaservice business staff
<3 Months IT staff delivery & + Business sales
project units
managers

Source: Gartner (August 2005)
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Service Catalog

ORACLE
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Business and IT | IT Service Management — Maximo System

Bervice Desh Chiange Mirrageriel Capacily Flanming
| Zuee ) Lol ard [T Leadarskip |
DBaaS DBaa$S Service DBaasS Service Provider
i
cea Provider | CBaas Management Interface
Capabl I Ity 6 DBaas Managemaent DBaas Development
I . Consumer Services - Managed Sarvices Euginess Capabiity
Model Sicsriber AGriin | Service Adiin Consumer Interfaces BTA Dragfa Partiar Defiriticn DBaas Service
L B And Applications ST T
i i Servica Catakog
DBaa% Consumaear User Acc: Mo - Tivali | Business Svc Catalog | | relation | Developmant
~ Customer fégrit Lorfiguration
Produsl Calalog - 3TA = l l : : Dzpikavabik: Sorvics
- ruite Redsu e Frovislening Marangzrmen]
_ -ogical DEA - CEM T | e | Servioe Srchibse § Devsopers
e Meniloding - Tivol L | Migration | ) Dperaters
Serdca Tickat - Maxma Matering 8 Billing | | Tunirg | Exadata Infrastructure
—_ ) ) Anzlytics and Raporing | | Lk | | PP |
| Palehing |
| Anse: Sarvice | Optional Sarvice |
-
6 —
T lanpriae Resource Pocls
Seamentation S lsolation
Workload Managerent Siloenpe S0
Cick.

o
%\1 i i—

02 Instancas
Agenuy £ ol
Aoplications & Driales Cesniler
laf® | Connectietly |
foeallabilty | Seaurity |

IT Support Sendices
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Business Service Catalog
Exadata DBaaS Catalog

Offering Catalog Cores Memory Storage
Small 2 20 GB 3125 TB Complexity Support Availability
Medium 4 42.GB 6.25 TB 12x5 98.5%

Large 8 84 GB 12.5TB Medium >12x5 & < 24x7 >98.5 & <99.9%

High 24 x7 99.9%
*Sizings can be combined to create custom configurations

Service DB H/A Business Storage Backup Outage RTO DR RTO
Level Continuity

Bronze Single Node Dual Mirror Tape Avg < 24 Hrs Tape 2 Weeks

Silver Dual-node RAC N/A Multi-cell Mirror Disk Avg < 8 Hrs Tape 5 Business Days

Gold Dual-node RAC 50% Capacity Multi-cell Mirror on Replicated Storage Avg < 4 Hrs Disk 32 Hr Max
(Second Machine) Both Machines
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Technical Service Catalog Example
Dual Data Center Balanced Model

Machine 1 Machine 2

DBaaS Instance Deployments

|Schema1||Schema3||Schema$||Schema7| DB Slz'“g
|Schema 2| |Schema4||Schema6||$chema xl Sma" 2 Cores
L Medium 4 Cores
Large 8 Cores
Service Tiers g
s N\ )
8 ‘Schema1 3 server 1 server 2
-c |Schema 2 ©
O - ()
Z P Bronze
3 8
= =
Q o
£ & Silver
e} (@]
O (&
Gold Remote
Copy
- J
Shared a
Instance
\_ J
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Roles and Responsibilities

ORACLE
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DB RoLE MODEL

DBaaS
Roles and
Responsibilities

CRACLS
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Tenant Qualification Process

ORACLE
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DBaaS Internal Preliminary Questionnaire

Exadata Tenant Preliminary Questionnaire

To be completed internally with input as required from the target agency

This checklist ks used to help Identify the agencies that are good candidates for migration to the
Eadata platform. The higher the agency's score, the better suted the agency Is for the Exadata
patform. After validation as a good Exatata tenand, 3 more detalled Infemnation gathering exercise wil
be usad to prepare for the migration effort.

Agency/Application Mame:

Charactsristica of a Good Exadata Tenant Pm‘ Mﬁqm
Agency cumently owns Oracks Erterpeise Edition databasa lleensas 20
Agency cumently owns Oracke DS options llcenses (RAC, OEM Facks, it ) 10
Agercy runring Oracle Database 11.2 20
Rurning Cracke Database 11.1 and wiling to upgrade to 1.2 12
Rurning Orace DatEbase 10. 30d wiing 1o upgrace 1 11.2 20
ISV appilcation certifled with Oracte Database 112 10
Agercy Is nnning cn Linue 10
AgQercy 15 LSINg ASM 10
Agercy 15 Using Orade RAC 10
Agercy 15 using other Cracke DB tocks (DEM, DataSuard, RMAN, ste.) 10
Agercy neads 3 hardware refresh or upgrade. 10
Agercy Is using 3 irualizstion technology 10
Agency Nas an existing runcional apolcation Mat Mey e Not planning to make 10
major changes to 3t the same tme as depioying on Exadata platform
Agency 15 lboking at bulking a naw application and has fme scheduied for 10
deploying on Exadata platfom
Agercy Is not cumenty using storage snapshots for testing and backups 10
Agercy Is Inerested In redusing 3™ party solution components [Sorage 10
software, custer sofware, aay based replcation, &i..)
Agency has 3 raquirament to encrypt andior remotely regilcate database data 10
Thiz k= mod an exhaustve list and the are approxmats, but the Tiotal out
highsr the agsncy’s score, the batter the odds of succsss. of 200

Updated: Oct 23, 2042




DBaaS Technical Questionnaire

Fill in information for each server

A [ < [
Cxarnple | Server 1

Databeee Server ir=peat for emch s=rver)
Serrver rigrine

[T —"}
CPL Ly
Fuiriben B C P
Hlunber 9 [3) Tpatabase Example
CPUPes 3 [a. -Database name and SID QICPR
<PUINIGE 3 b, Database SID
Merncry 4 ¢ Hostname T
Tuwwwlrie 5 |d. Database type (Prod, Dev, etc)
QEandv 6 |e Database software and versior On
Melwesrk 7 f. Character set
Anlicigal 8 | g.  Number of schemas
S |h. MNumber of objects A F = ] r
1e |2] Storage 10 |0 DB workload (Should add to 107 1 MoteD San ke Dygassed If o OUY Appicetion Crofiing dwesbonroire hos been swibimited)
17 |u. Twpe 154 11 5]  Application
1B |L. PAakef 12 a. Application name T . . n .
15 e Tous € 1 5 e this 2 0315 ar custem an For each database, fill in application information
= LS ! LS Mumber of funcdcns/modules
1 Mows, for eac 12 - SGAsze(GH) Al
16 |m. PGA size (GB)
z2 |For example, 17 . Redo generation size per day (TB) '
21 18 DB options used - Do aod Ca o amda oo
21 19 Clusterware (¥/N), type and version -
Z5 20 Oracle ASM (Y/MN), num of mirrors LB
e e 2L Oracle RAC (¥/N), num of nodes ¥, 7 n
22 DR technology i

Virtualization technology
Encryption requirements

Sem rhare s semE i T T pAETLE Tradm

Dod S rhare AR PE CASE SPEVATT S CAmRET

pa
i
Bscrunooo

a5 Audit Options

26 Access Control Options ' . SR AR A A LA R

27 4) Database Storage Semrbare s dseh AC 1 e o PR Ane v AL N T B
28 |a. Make/model 1 LE T ER S I (e T ST SRIT RS
22 |b. Total storage allocated (TB) 7 5, B0, TR,

30 |c.  Database files size (TB) wre v coresdted et s corebas or
31 |d. Indexes size (TB) a s spte applnad o

32 |e. Other files type/size 41 Rognaresiinn a llaask cohElsr Amwe 118 F R T S 1
33 |f. Snapshots (¥/N), purpose 1"

34

35 |5) Database Backup EE

36 |a Backup method/s Screzrs

37 |b. Big orlittle endian byte ordering 11

38 |c. Size of a full backup (TB) "

39 |d. Time for a full backup It

40 |e. Freguency of full backups W

4 4 » »| Readme Servers | Server 1 Databases Server 2 Databases Applications Busines |

o T T TR i T
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Chargeback Model

ORACLE
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DBaaS Chargeback Model

Process Flow

) ] Service Catalog
Cost Consideration

DBaas$ Costs The consumption of resources (cc?res,
memory, storage) for each service
* Facilities

Calculation
* Power

+ Labor Cost Allocate cost over 5 years to Provisioning
Scenario/Model based on Service Catalog

* Infrastructure

* HWand SW

* Maintenance

* DBA + Administration

* Setup

* Architecture

* Tuning

* Migration
+ COOP Cost

* Backup and Restore

* Disaster Recovery
+ DB License Cost

* DB SW License

* DB SW Support

Rate for each Service
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Chargeback Model
DBaaS Chargeback Calculator

The calculator inputs are: —
— Infrastructure Configuration S —
— Costs (TCO) - Example: T v
« HW License Cost :Hjm
SW License Cost

Kme 8 ot OO Inieansseitamsies dedee 3

* Maintenance Cost

» Labor Cost

« COOP Cost .
» Environmentals el e

Environmental Costs Sys Admin Staff Costs

— Tech n ical Se rvi ce Catalog : DB License 5 Year Annual TCO: DB: $342,000  Options: $870,000

Options Included
EE, RAC, Partitioning, Dizognostic Pack, Tuning Pack, Lifecycle Management Pack,
Advanced Security, Data Vault, Cloud Management Pack, Active Data Guard, RAT

« The consumption of resources (cores,
memory, storage) for each service

Yearly, Fully Loaded, Labor Cos: $130,000 Hourly Rate: 562.50
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Chargeback Model
Calculator Outputs

Provisioning Model

* Allows the customer to build scenarios by which the
services from the Service Catalog can be combined
to fully provision the Exadata infrastructure (over-
provisioning is supported)

Infrastructure Sharing Ratio

 Calculates how the resources (hence the costs) are
divided between each service or per core/TB based
on the Provisioning Model

Service Cost Estimation

» The recurring (annual or monthly) cost for each
service based on the provisioning model

Deployment Model

» Rate of deployment monthly over 5 year cost model
Service Catalog Pricing Model

+ Service and per core/TB pricing models

Qty  Products Cores Memory Storage Cores Memory Storage
6 Small 6 18 3 0 o o
4 Medium 12 32 4 0 o o
3 Large 18 24 G 3 4 1
1 Extra Large 12 24 [ 4 8 3
14 TOTAL 48 98 19 7 12 4
Max 62.4 144 112 624 144 112
wCPU
Recurring Fee Infrastructure Labor COOP License TOTAL
Sy TCO/year Monthly  Tuning Back Up DR DB Oprtions OEM Packs  Monthly
Small $8,665 §722 $0.00 $0.00 5000 000  $0.00 5000 $722
Medium 523,603 $1,967 $125.00 $0.00 5000 3000  $0.00 5000 $2,002
Large 535,556 2,963 $375.00 50.00 S0.00 5000 5000 S0.00  $3,338
Extra Large $686,506 7,209 5750.00 50.00 5000 5000 5000 50.00 §7.959
Onte Time Fee Labor TOTAL
Setup Architecture  Migration One Time
Small $250.00 $0.00 $0.00 $250
Medium $250.00 $0.00 $0.00 $250
Large 5250.00 5250.00 5000 $500
Extra Large 5250.00 $1,000.00 $0.00 51,250




Migration Strategy

ORACLE
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DBaa$S Migration Strategy

Process Overview

* Tenant
. i i * Success Stor
Flyer Questionnaire S et e y

* Presentation
ePresent IT Services N0m|nate e Technical Discovery Plan *POC M Igrate e Coordinate DNS

& IAgency/De!:)‘F *Select/Submit & Assessment Of *Personalized *Test *Migrate Data with Switchover
Value Proposition Request for New AgencY DB Migration Plan & *Validate Tools, Follow
DBaaS Tenant footprint Scheduling Migra’tion
Account -Assign Resources Methodology
Present Assess Pilot Go Live
: * Acceptance Plan
* Short List * Standard WBS P
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DBaa$S Strategy Execution

v"Communication Program
v'Service Catalog

v'Roles and Responsibilities
v Tenant Qualification Process
v"Chargeback Model
v'Migration Strategy
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Example: State of GA -
Dept of Revenue Oracle DBaaS

ORACLE

© 2014 Oracle Corporation




Oracle DBaaS Architecture
Solution Overview - 2 Exadata X4 Half Racks, ZFS and STK Machines

&>

Service Desk

DOR

NADC

2 Exadata Half Racks

I
1 3

h
. ', Each Half Rack

"y SW Licensed:
<1 +72 Cores
| - 768 GB RAM
*+12.8 TB Flash
* 192 TB Disk Actual
* 84 TB Disk Mirrored

Backup over
InfiniBand

'/

ZFS Storage
Appliance

|

oo

o febe..

( DR
aged Services (Tapes Stored
Offsite)

.

¥ Sun

O ACLE

180 TB
Storage

Archive to
Tape
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Example: State of GA -
Dept of Transportation DW

ORACLE
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32 Cores — DB Machines

36 Cores — Storage Cells

512 GB — Memory (DB Machine)

4.8 TB — Flash Capacity (Storage)

High Capacity Drives

Exadata X3-2
Quarter Rack

Production

Oracle Active Data Guard X %

16 Cores — DB Machines Business Continuity

18 Cores — Storage Cells |
=

512 GB — Memory (DB Machine) =M

Tl "

2.4 TB — Flash Capacity (Storage) |

High Capacity Drives

Exadata X3-2 et
Eighth Rack -

16 Cores — DB Machines

18 Cores — Storage Cells

512 GB — Memory (DB Machine)

2.4 TB — Flash Capacity (Storage)

High Capacity Drives

Exadata X3-2
Eight Rack

© 2014 Oracle Corporation

Oracle Exadata Environment
I

v" Three X3-2 Exadata racks, 1 Quarter, 2 Eighth
v Active Data Guard for Business Continuity

v Integrated with SharePlex and NetBackup

v" Grow into Oracle DBaa$S Solution




Thank You




Hardware and Software

Engineered to Work Together




